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Abstract 
Variable renewable generation, primarily from wind 
and solar, introduces new uncertainties in the oper-
ation of power systems. This paper describes and ap-
plies a method to quantify how wind power devel-
opment will affect the use of short-term automatic 
reserves in the future South African power system. 
The study uses a scenario for wind power develop-
ment in South Africa, based on information from the 
South African transmission system operator (Eskom) 
and the Department of Energy. The scenario fore-
sees 5% wind power penetration by 2025. Time se-
ries for wind power production and forecasts are 
simulated, and the duration curves for wind power 
ramp rates and wind power forecast errors are ap-
plied to assess the use of reserves due to wind power 
variability. The main finding is that the 5% wind 
power penetration in 2025 will increase the use of 
short-term automatic reserves by approximately 2%. 

Keywords: variable generation; forecast errors; 
ramp rates; power curve estimation; fluctuations 
 
Highlights 
• Simulations are validated against observations 

of 30 minutes ramp rates. 
• Absolute wind power ramp rates increase from 

2014 to 2025. 
• Normalised wind power ramp rates decrease 

from 2014 to 2025. 
• Wind power will not impact the use of instanta-

neous reserves. 
• Wind power will increase use of regulating re-

serves with less than 3% in 2025. 
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1. Introduction 
According to the Department of Energy (DoE), 
South Africa has taken off on a new trajectory of sus-
tainable growth and development, illustrated by the 
growth of wind and photovoltaic (PV) generation 
from 48 GWh/m in January 2014 to 343 GWh/m in 
December 2014 [1]. For comparison, electricity con-
sumption was 231 TWh/y in 2014 in South Africa 
[2]. Installed capacities were approximately 600 MW 
wind and 1000 MW PV by the end of 2014 [1]. This 
is the first step towards the implementation of the 
National Development Plan for 7 GW wind and so-
lar to be commissioned by 2020, and a ministerial 
target of 13.2 GW by 2025 [1].  

Wind and solar generation is variable, depend-
ing on the weather. International experience shows 
that increasing shares of variable generation adds 
uncertainty to the unit commitment and dispatch, on 
top of the load uncertainties and unscheduled out-
ages of other plants in the power system. The devel-
opment of large offshore wind farms was initiated in 
Denmark with the commissioning of the 160 MW 
Horns Rev wind farm in 2002. The experience of the 
owner, Elsam Engineering, with the operation of 
Horns Rev showed that placing many wind turbines 
in a small area would, in some cases, result in large 
minute-scale power fluctuations due to local weather 
situations [3], which is not the case for a similar ca-
pacity of wind turbines dispersed over a larger land 
area. For the same reason, the Danish transmission 
system operator (TSO) Energinet found that incor-
porating more wind power in the North Sea and 
maintaining the power balance in Western Denmark 
requires focusing on the necessary regulating power 
[4]. This resulted in developing and validating a 
model for wind power fluctuations, taking into ac-
count minute-range fluctuations and spatial correla-
tions of wind speeds [5,6].  

The importance of the location of wind farms in 
affecting spatial and temporal correlation was con-
firmed in the Minnesota Wind integration study [7]. 
In this study, the cost of additional reserves attribut-
able to wind generation was assessed to be about 
USD 0.11/MWh of wind energy at 20% penetration 
by energy. Further, it was found that the expanse of 
the wind generation scenario, covering Minnesota 
and the eastern parts of North and South Dakota, 
provides for substantial ‘smoothing’ of wind genera-
tion variations. This smoothing is especially evident 
at time scales within the hour, where the impacts on 
regulation and load following were almost negligi-
ble. This confirms the importance of appropriate 
modelling of spatial and temporal correlations of 
wind power. 

In countries with high shares of variable renewa-
ble generation, the uncertainty of variable genera-
tion and load is significantly reduced using forecast 
systems based on weather models and statistical 

models. The unit commitment and dispatch are usu-
ally scheduled before the day of operation, which 
introduces day-ahead forecast uncertainties. In the 
all-island grid study of wind variability management 
in Ireland, the need for replacement reserves was as-
sessed based on the 90th percentile of the forecast 
error, which increased significantly with additional 
wind generation as well as forecast horizon [8]. This 
forecast uncertainty can be reduced using intraday 
balancing to update the unit commitment and dis-
patch schedule, but there will still be a need for re-
serves to balance generation and load at the time of 
operation, i.e., real time.  

The present study analyses the variability and 
predictability of wind power generation and whether 
those characteristics of variable generation will have 
an impact on the need for reserves in the future 
South African power system. For this purpose, exist-
ing tools and methods were further developed, con-
sidering the existing practice and requirements in the 
system. Section 2 describes the simulation of mete-
orology time-series. The time-series were simulated 
using the Weather Research and Forecasting (WRF) 
mesoscale model run in a set-up validated in the 
Wind Atlas for South Africa (WASA) project [9], and 
they covered the entire country with 10 x 10 km2 
spatial resolution and one-hour temporal resolution. 
Section 3 describes the estimation of wind power 
curves based on historical data for wind power gen-
eration in existing wind power plants (WPPs). Those 
power curves provide the relation between WRF 
wind speeds and WPP power generation. They are 
different from the conventional wind turbine power 
curve published by manufacturers, firstly because of 
down-scaling and wake effect. Section 4 describes 
the simulation of wind power time series using the 
CorWind [10] software developed by the Technical 
University of Denmark: Department of Wind Energy 
(DTU Wind Energy). CorWind simulates wind 
power time-series with a higher temporal resolution 
than the WRF data. This software also simulates 
wind power forecast time-series consistent with the 
simulated wind power time-series. Section 6 de-
scribes the existing practice and requirements in 
South Africa’s power system, focusing on reserve 
categories. Section 7 studies the impact of wind 
power fluctuations and forecast errors on the use of 
reserves. Section 8 concludes the study.  

 

2. Simulation of mesoscale time-series 
The meteorological time-series used in the present 
study is based on the down-scaling applied in the 
Wind Atlas for South Africa (WASA) project [11], 
but modified to include the entire country. Meteoro-
logical data was produced using a mesoscale reanal-
ysis method, which is often used for obtaining high-
resolution climate or climate change information 
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from relatively coarse-resolution global general cir-
culation models or reanalysis [12]. The mesoscale 
reanalysis uses a limited-area, high-resolution 
model, which is driven by boundary conditions from 
the reanalysis. The strength in using the models to 
fill the observation gaps is that the fields are dynam-
ically consistent; and they are defined on a regular 
grid. Additionally, the models respond to local forc-
ing that adds information beyond what can be rep-
resented by the observations. The applied 
mesoscale reanalysis uses the National Centre for 
Atmospheric Research Advanced Research Weather 
Research and Forecasting model [13], version 3.5.1, 
released in September 2013. The model forecasts 
used 41 vertical levels from the surface to the top of 
the model located at 50 HPa; 12 of these levels are 
placed within 1000 m of the surface. The model 
setup uses standard physical parameterisations in-
cluding the Mellor-Yamada planetary boundary 
layer scheme [14]. 

The model was integrated within the domains in-
dicated by the rectangular shapes shown in Figure 
1. The outer domain (1) has a horizontal spacing of 
30 x 30 km2. The inner domain (2) model grid has 
a horizontal spacing of 10 x 10 km2, on a Lambert 
projection with centre at 29°N, 25°E. The domain 
has dimensions of 195 × 150 points.  
  

Figure 1: Domain configuration and terrain eleva-
tion used in the simulations. The dots show the lo-

cation of the WASA measurement masts. 

The simulation covers 25 years (1990–2014) of 
meteorological time-series. Individual runs are re-in-
itialised every 11 days. Each run overlaps the previ-
ous one by 24 hours to avoid using the time during 
which the model is spinning up mesoscale pro-
cesses. A similar method was used and verified in 

other studies [11, 12, 15]. Initial and boundary con-
ditions, and grids for nudging are supplied by the 
European Research Area interim reanalysis [16]. 

Sea surface temperatures (SSTs) that evolve with 
time and are derived from satellite and in situ meas-
urements are also used in the simulation. These 
fields are at a horizontal resolution of 0.25° × 0.25° 
latitude vs. longitude [17]. They replace the coarse 
resolution SSTs available from the reanalysis (0.7° 
× 0.7°) and adequately represent the horizontal 
structure and time evolution of the SSTs in this area.  

New output fields not available in the standard 
model were added to the simulation. These include 
hourly-averaged wind speed, hourly-averaged ki-
netic energy flux, and hourly-integrated solar insola-
tion. 

3. Estimation of power curves 
The purpose of estimating power curves is to use 
them to simulate WPP generation time-series with 
WRF wind speed time-series as input. The estimated 
WPP power curves should, therefore, provide the re-
lation between the wind speeds from the WRF 
model time-series and the WPP power generation at 
the same time. This is noteably different from con-
ventional wind turbine (WT) power curves, which 
provide the relation between the wind speed in hub 
height close to the WT and the WT power. In prin-
ciple, the relation between the WRF wind speeds 
and the WPP power could be obtained in two steps: 
downscale the WRF wind speeds to the location of 
all WTs in the WPP and, in that process, include the 
wake effects; then the WT power curves could be 
used in a second step with the downscaled wind 
speeds as input. Such a downscaling approach, 
however, requires detailed plans for WPP and WT 
siting. In addition to that, wind speed measurements 
would also be needed to obtain a sufficient accuracy 
for the downscaling for some sites. Therefore, an al-
ternative approach is chosen, using observed wind 
generation time series recorded in the same period 
as the WRF data to estimate power curves. One year 
of observed generation time series (26 August 2014 
- 25 August 2015) from eight WPPs was used to es-
timate the power curves. The temporal resolution of 
the observed time series is 30 minutes.  

3.1 Methodology for estimating power curves 
Figure 2 shows the scatter of simultaneous one-hour 
averages of WRF wind speed and measured power 
for a WPP. This scatter is very high compared with 
scatter of ten-minute averages used in WT power 
curves. The main reason for this difference is that the 
WRF wind speed time-series are modelled with 
meso-scale effects and resolution, whereas the 
measured WT wind speeds are measured close to 
the WT.  
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Figure 2: Example of power curve 1h scatter data. 

Figure 3 shows the estimated power curve using 
the standard method of bin, which is specified in the 
WT power curve standard IEC 61400-12-1 [18]. In 
short, this method first divides the wind speed axis 
into intervals or bins, then all pairs of wind 
speed/power data are sorted into the bins. Finally, 
the average wind speed and average power is calcu-
lated in each bin. The results showed that, with the 
present scatter, it is questionable to use this power 
curve. For instance, the maximum power is less than 
0.9 per-unit (pu). for the binned power curve, alt-
hough the maximum measured power is 1.0 pu. Us-
ing this power curve to simulate WPP power time 
series would result in an unrealistic probability dis-
tribution of the simulated power with maximum 
power values, which are much smaller than the 
maximum values of the measured power. 

Figure 3: Power curve estimation using method of 
binning. 

Alternatively, the power curve can be derived 
from the duration curves of WRF wind speeds and 
measured power respectively, as illustrated in Figure 
4. The idea is to pair the wind speeds and powers 
with the same percentile. This is illustrated by the 

vertical line connecting the two curves in Figure 4. 
The intersection between the vertical line and the 
upper curve gives the wind speed which corre-
sponds to the power defined by the intersection be-
tween the vertical line and the lower curve. 

Figure 4: Pairing wind speed and power curves 
from duration curves. 

The advantage of the duration curve method is 
that the simulated wind power time series will have 
the same probability distribution as the original 
measurements. The main disadvantage is that this 
method assumes that the power curve is monotonic. 
Generally, this is a reasonable assumption for mod-
ern variable speed wind turbines with pitch control. 
However, the duration curve method neglects the 
decrease in power caused by shut downs of wind 
turbines at high wind speeds. 

 

3.2 Wind farm power curves 
In this section, specific power curves are first esti-
mated for each of the eight WPPs with observed 
data. Then a general power curve is derived from 
the specific power curves. Figure 5 shows the spe-
cific power curves for each of the eight WPPs esti-
mated with duration curve methodology. Generally, 
there are significant differences between the power 
curves, which illustrates the uncertainties associated 
with using a general power curve. The main objec-
tive for studying the use of fast reserves to deal with 
wind power variability is to get good accuracy in the 
sum of wind power from all WPPs in the system.  
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Two of the power curves are significantly lower 
than the other six. Since local conditions may ex-
plain this difference, a general power curve is deter-
mined as the average of the remaining six power 
curves. 

Figure 5: Power curves for each of the eight wind 
power plants estimated with duration curve meth-

odology.  

4. Simulation of wind power time series 
This section describes the simulation of wind power 
time series using CorWind software [10], which sim-
ulates wind power time series with a higher temporal 
resolution than the WRF data and provides wind 

power forecast time-series in addition to the real 
wind power generation time-series.  

4.1 CorWind outputs and structure 
CorWind is an advanced tool developed at DTU 
Wind Energy for simulating wind power time series 
used in power system planning studies. It is capable 
of simulating consistent time-series of wind power 
production and prognosis. The main structure of 
CorWind is shown in Figure 6. It is based on a data-
base of meteorological data, which is usually one-
hour resolution data generated with WRF, as de-
scribed in Section 2.  

The left branch in Figure 6 provides the real-time 
wind power time-series PRT. In this context, real-time 
refers to the actual power, which is available at the 
time of operation, contrary to the forecasted powers. 
Mesoscale weather models like the WRF model gen-
erally underestimate the variability in the wind 
speeds [19]. In order to provide real-time wind 
speed time-series uRT with more realistic variability, 
CorWind adds fluctuations Δufluc to the WRF wind 
speeds uWRF. The fluctuation model generation Δufluc 
is further described in section 4.2.  

CorWind uses power curves to convert wind 
speeds to power, and the simple power curve ap-
proach was extended with a method to include the 
shut-downs and start-ups caused by extreme 
weather conditions in the EU TWENTIES project 
[20][21]. 

 

 
Figure 6: The main structure of the CorWind model, where uWRF is the wind speed obtained from WRF, 
Δufluc is additional wind speed fluctuations provided by a probabilistic fluctuation model, ΔuOL and ΔuDA 

are meteorological forecast errors with online (OL) and day-ahead (DA) horizons respectively, uOL and uDA 
are meteorological forecasts with online (OL) and day-ahead (DA) horizons respectively, and finally PRT is 

the real time power and POL and PDA are power forecasts with online (OL) and day-ahead (DA) horizons 
respectively. 
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The right branch in Figure 6 provides the day-
ahead wind power time series PDA. It adds a wind 
speed forecast error ΔuDA to uWRF to provide the day-
ahead wind speed forecast uDA before it is put 
through the wind-to-power conversion. ΔuDA is gen-
erated using a multivariate autoregressive moving 
average (ARMA) process [22].  

The middle branch in Figure 6 provides the 
online wind power forecast POL. This is based on the 
same multivariate ARMA simulations, which were 
used to generate ΔuDA, but uses the shorter horizon 
values compared with the day-ahead ARMA. The 
online forecast also includes an additional adjust-
ment procedure, which ensures that the online fore-
cast is improved on the basis of knowledge about 
the actually produced power, which is typically 
available to the TSO from the supervisory control 
and data acquisition (SCADA) of the energy man-
agement system. 

 

4.2 Fluctuation model 
The applied method in the fluctuation model, shown 
in Figure 6, is based on a frequency domain ap-
proach using power spectral densities (PSDs) to de-
scribe wind speed fluctuations and coherence func-
tions to describe correlations [23]. The PSDs ensure 
a realistic fluctuation of the wind speed simulated in 
each point, while the coherence function ensures a 
realistic smoothening when the output power from 
several wind turbines or WPPs are added. The PSD 
Δufluc must be calibrated to provide more realistic 
wind speed fluctuations of uRT, in such a way that 
the PSD of uRT matches the PSD of measured wind 
speeds. This calibration is performed based on wind 
speed measurements performed in the WASA pro-
ject [24]. Since Δufluc is generated as a random time 
series independent on uWRF, the relations between 
the PSDs can be expressed according to Equation 1. 
 
     𝑆𝑆RT(𝑓𝑓) = 𝑆𝑆WRF(𝑓𝑓) + 𝑆𝑆fluc(𝑓𝑓)     (1) 

 
Figure 7 shows the PSDs 𝑆𝑆meas(𝑓𝑓) of measured 

wind speeds 𝑤𝑤meas for ten masts in South Africa and 
for the PSDs 𝑆𝑆WRF(𝑓𝑓) for the corresponding WRF 
wind speed 𝑤𝑤WRF. Figure 7 confirms that there is a 
gap that starts around 2 x 10-5 Hz between the meas-
ured and WRF PSDs because the WRF wind speeds 
underestimate the fluctuations.  

Larsen et.al. [25] showed that wind speed PSDs 
generally follow a −5 3⁄  power law for periods in 
the range of two hours to approximately 50 hours, 
which corresponds to frequencies in the interval 
from 6 x 10-6 Hz to 10−4 Hz. It can be observed from 
Figure 7 that 𝑆𝑆meas(𝑓𝑓) matches the −5 3⁄  power law 
very well for frequencies above 4 x 10-5 Hz.  

CorWind uses 𝑆𝑆fluc(𝑓𝑓) as given in Equation 2 to 
ensure that the simulated 𝑆𝑆RT(𝑓𝑓) matches 𝑆𝑆meas(𝑓𝑓). 

 
Figure 7: Power spectral densities S(f) of meas-

ured wind speeds wmeas, for ten masts in South Af-
rica and the corresponding weather model wind 

speeds wWRF and real time wind speeds wreal simu-
lated with CorWind.  

𝑆𝑆fluc(𝑓𝑓) = ( ) 35
0

−+ ffa1  (2) 

 
Assuming the high-pass cut-off frequency 𝑓𝑓0 =

10−5 , the parameter 𝑎𝑎1 = 5 𝑥𝑥 10−4 is estimated for 
the South African data. For comparison, 𝑎𝑎1 =
3 𝑥𝑥 10−4 was estimated in the Danish offshore case 
[19]. This difference between the South African on-
shore and the Danish offshore cases can be trans-
lated to �5 3⁄ = 1.3 times larger amplitudes of the 
fast wind speed fluctuation components.  

To verify the match between simulated and 
measured PSDs, Figure 7 also shows the PSDs 
𝑆𝑆RT(𝑓𝑓) of the CorWind simulated wind speed 𝑤𝑤real =
𝑤𝑤RT which is seen to match 𝑆𝑆meas(𝑓𝑓) very well. 

4.3 Validation 
The one-year wind generation data used to estimate 
the power curves in Section 3, is now used to vali-
date the ability of CorWind to simulate wind power 
time series with ramp rates that have probabilistic 
distributions close to the ramp rates of measured 
wind power time series. Figure 8 shows the duration 
curves of measured and simulated 30 min ramp 
rates for the sum of the 8 WPPs. The 30 min ramp 
rates are chosen for the comparison because the 
temporal resolution of the measured wind power 
time series is 30 min. Figure 8 shows a remarkable 
agreement between the measured and simulated 
ramp rate duration curves in the interval from 1 to 
99%. In the low probability tails of the distributions, 
there are some deviations. It should be noticed that 
this very good result is obtained with the specific 
power curves estimated in Section 3 and the calibra-
tion of the fluctuation model in Section 4.2. 
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Figure 8: Duration curves of measured and simu-
lated 30 min ramp rates for the sum of wind power 

from eight wind power plants. 
 

5. Time series statistics 
This section presents the results of statistical analysis 
of the variability in the simulated wind power time 
series. 

5.1 Simulation cases 
Three simulation cases were defined in agreement 
with Eskom and DoE. Those cases are: 
• 2014 being the reference (past) case including 

the WPPs installed in the beginning of the year; 
• 2020 being the (planned) development case; 

and 
• 2025 being a not too far future case to be con-

sidered in the grid development plans. 
 
The total installed capacity for the 3 cases are 

shown in Table 1.  

Table 1: Installed capacities for the three  
simulation years. 

Case year 2014 2020 2025 

Installed capacity (MW) 460 3800 7400 
 

The location of the WPPs in each scenario is 
shown in Figure 9. The locations are affecting the 
correlations and thereby the spatial smoothening of 
the wind power fluctuations. For the 2014 and 2020 
scenarios, the exact positions of the WPPs are 
known. For the additional WPPs in the 2025 sce-
nario, the exact locations are not known at this 
stage, and therefore the locations of the expected 
connection points to the transmission system used.  

 
Figure 9: Location of wind power plants. 

 

5.2 Statistical analyses 
The statistical analyses in this section are based on 
CorWind simulations of real wind power and wind 
power forecasts for the scenarios described in Sec-
tion 5.1. The simulations of real wind power and of 
hour-ahead and online prognoses are done with 
five-minute temporal resolution, whereas the day-
ahead forecasts are simulated with one-hour resolu-
tion, corresponding to the typical resolution of fore-
cast systems. For the eight WPPs with historical data, 
the specific power curve for each WPP was used. 
For the remaining WPPs, the general estimated 
power curve was used. The simulations were done 
using all 25 years of WRF reanalysis time series. For 
each year, different random seeds are used to make 
the stochastic simulations in CorWind. This ap-
proach ensures a good coverage of annual as well 
as seasonal, diurnal and intra-hour variations. The 
wind power penetration of each scenario are shown 
in Table 2. The numbers were calculated assuming 
the ‘SO moderate’ 2020 and 2025 forecasts of elec-
tricity consumption according to the Integrated Re-
source Plan 2010-2030 [26]. 

Table 2: Wind power penetration. 
Case year 2014 2020 2025 

Penetration [%] 0.5 2.9 4.9 

 
Figure 10 shows the duration curve of the ten-

minute ramp rates for each of the scenarios. It illus-
trates that the pu (i.e. relative) ramp rates are re-
duced significantly from the 2014 to the 2020 sce-
nario and further slightly reduced for the 2025 sce-
nario. This is due to the smoothening effect with the 
WPP locations in Figure 9.  
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Figure 10: Duration curves of ramp rates. 

The smoothing effect is also distinct from the du-
ration curves of forecast errors in Figure 11(a) (day-
ahead) and (b) (hour-ahead). 

 

 
(a) 

(b) 
Figure 11: Duration curves of (a) day-ahead and 

(b) hour-ahead forecast errors. 

Table 3 summarises the mean absolute error of 
the forecast errors and ten-minute ramp rates for the 
different scenario years. The results show that the 
forecasts are improved, reducing the horizon from 
day-ahead to hour-ahead. 

Table 3: Mean absolute errors of wind power 
forecasts and ten-minute ramp rates in pu of 

installed wind power capacity. 
Case year 2014 2020 2025 

Day-ahead error pu) 0.075 0.047 0.043 

Hour-ahead error (pu 0.054 0.031 0.027 

Ramp rate (pu/10 min) 0.028 0.013 0.010 

 

6. Reserve categories in South African 
power system 

This section describes the different reserve catego-
ries in the power system. The South African ancillary 
services technical requirements [27] detail the re-
quirements for different reserve categories and spec-
ifies five categories of reserves, as follows: 
• instantaneous reserves – used to arrest the fre-

quency within acceptable limits following a con-
tingency; 

• regulating reserves – used for second-by-second 
balancing of supply and demand, and under 
AGC control; 

• the ten-minute reserves – to balance supply and 
demand for changes between the day-ahead 
market and real-time, such as load forecast errors 
and unit unreliability; and 

• emergency reserves – used when the intercon-
nected power system is not in a normal condi-
tion, and to return the system to a normal condi-
tion while slower reserves are being activated. 

• supplemental reserves – used to ensure an ac-
ceptable day-ahead risk. 
 
Table 4 shows a summary of requirements to re-

sponse time (understood as reaction time plus rise 
time) based on the ancillary services technical re-
quirements. 

7. Assessment of needs for reserves 
This section describes how the CorWind time series 
simulations were used to assess the use of reserves 
caused by wind power variability and prediction un-
certainties.  

7.1 Activation of reserve categories due to 
imbalances 
This section explains the impact of wind power on 
use of reserves by illustrating how the different re-
serve categories are activated and replaced in the  
case of load or wind power ramping, compared with 
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Table 4: Maximum response (reaction + rise) 
time and minimum duration of reserve  

categories.  
Reserve  
category Activation Max. re-

sponse time 
Min. 

 duration 
Instantaneous Automatic 10 secs 10 mins 

Regulating Automatic 10 mins 1 hour 

ten-minute Manual 10 minutes 2 hours 

Emergency Manual 10 minutes 2 hours 

Supplemental Manual 6 hours 2 hours 
 

the case of a contingency disturbance. Figure 12 il-
lustrates the use of reserve categories in the case of 
a contingency disturbance: (a) is a sudden change 
in power balance caused by the contingency disturb-
ance like tripping of a power plant; (b) is the corre-
sponding impact on the system frequency; and (c) is 
the activation of reserves of different categories. The  
 

automatic instantaneous reserves respond fast to the 
frequency changes. The automatic regulating re-
serves also start to react fast to the imbalance, there-
fore reducing the frequency deviation and restoring 
the instantaneous reserves. Finally, in case of insuf-
ficient automatic reserves, the operator will manu-
ally activate ten-minute reserves to replace the auto-
matic reserves.  

In the case of load or wind power ramping, the 
use of reserves is different, as illustrated in Figure 13. 
Initially, the frequency will ramp down slower be-
cause the initial imbalance is quite small. With this 
small frequency change, the instantaneous reserves 
will not be activated, because the frequency is inside 
the dead band of the governor. Instead, the regulat-
ing reserves will balance the variation with a small-
time delay (12 seconds). Again, if the imbalance 
caused the available automatic reserves to be insuf-
ficient, the operator would manually activate ten-mi-
nute reserves to replace the regulating reserves. 

 

Figure 12. Illustration of the use of different reserve categories in the case of a contingency disturbance, 
where (a) is a sudden change in power balance; (b) is the corresponding impact on the system frequency; 

and (c) is the activation of reserves of different categories. 

 
Figure 13. Illustration of the use of different reserve categories in the case of a load  

or wind power ramping. 
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Observations from these illustrations suggest that 
the wind power variability is not affecting the use of 
instantaneous reserves. The following sections will, 
therefore, only describe the impact of wind power 
variability on regulating reserves and ten-minute re-
serves. 

7.2 Influence of wind on regulating reserve 
requirements 
According to the South African ancillary services tech-
nical requirements, regulating reserves should be suf-
ficient to cover the genuine load variations within the 
hour. The present practice is to calculate the ten-mi-
nute load pickup and load drop-off to quantify the 
load variations. Moreover, the approximately 5% 
largest load variations are removed and the load 
variation is determined as the maximum of the re-
maining approximately 95%. This is done in order 
to not include the steepest deterministic (and there-
fore predictable) diurnal load variations.  

Taking the impact of wind and other variable 
generation into account requires that the variations 
of the total (sometimes denoted residual) load 
should be considered, instead of the pure consump-
tion. The total load is defined according to Equation 3. 

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 (3) 

Equation 3 between power also applies to the 
corresponding ten-minute load pickup and load 
drop off, which is mathematically the same as the 
ramp rates used to quantify wind power variability 
in section 4. It is now assumed that the ten-minute 
ramp rates of wind power are uncorrelated with the 
ten-minute load pickup and load drop off. Then the 
relation between the standard deviations of the 
ramp rates becomes 

𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �𝜎𝜎𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2 + 𝜎𝜎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤2 (4) 

The present practice and the need for regulating 
reserves are determined by the load variations, 
which are regularly analysed and updated by 
Eskom. In the present requirements, where variable 
generation is not considered, the approximately 
95% load variations are varying between 400 and 
650 MW [27]. 

If the ramp rate distributions were Gaussian, then 
the relation between standard deviations in Equa-
tion 4 would apply to any quantiles. For the present 
analysis, this is assumed to be approx-imately the 
case for the 95% quantile, i.e. as in Equation 5: 

𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡95 ≈ �𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐952 + 𝑝𝑝𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤952 (5) 

The 95% quantiles of the ten-minutes wind 
power ramp rates in Figure 10 are given in Table 5 
for each scenario case year. 

Table 5: 10 min wind power ramp rate 95% 
quantiles. 

Case year 2014 2020 2025 

95% percentile [pu] -0.062 -0.028 -0.021 
95% percentile [MW] -29 -107 -155 
 

Table 6 (overleaf) shows the impact of wind 
power on the total need for reserves. The first two 
rows show the latest calculations of the reserves 
needed to cover the consumption variations from 
2015/16 to 2019/20 [27]. The next line is the wind 
variations for each of the years, interpolating be-
tween the absolute value of the wind power quan-
tiles from Table 5 in 2014 and 2020. Next, the total 
variations are calculated according to according to 
Equation 5. Finally, the increase due to wind is cal-
culated as the difference between the total variations 
and the consumption variations, both in MW and in 
% of the original consumption variations. It is seen 
that the increased need for reserves is less than 10 
MW and less than 2% in the entire 5-year period 
from 2015/16 to 2019/20.  

Table 7 (overleaf) shows the same calculations 
for the scenario case years. This was done by extrap-
olating the consumption variations using the pattern 
of the regulating reserve requirements in [27]. The 
impact of taking wind power into account is an in-
crease of the requirements to regulating reserves 
with 1.8% in summer 2020 and 2.4% in summer 
2025.  

Since the consumption variations were given 
with 50 MW resolution, it is likely that the above cal-
culated increases due to wind power would not have 
affected the result with this resolution. On the other 
hand, it would be good practice to include the im-
pact of wind power variations in future updates of 
the technical requirements. 

7.3 Influence of wind on ten-minute reserve 
requirements 
Figure 13 shows that the ten-minute reserve will be 
activated to replace the regulating reserves shortly 
after they are activated. This brings the system back 
to a secure normal state with sufficient automatic re-
serves. The practice in Denmark is that power is 
traded day-ahead by the independent power pro-
ducers (IPPs) on the common Nordic power ex-
change, Nord Pool. After the day-ahead trade, the 
balancing responsible IPPs can trade on the Elbas 
intra-day market. Finally, the Danish TSO Ener-
ginet.dk plans the balancing on an hour-ahead basis 
using the Nordic Operation Information System list, 
which is a common Nordic regulating power list in-
cluding bids from Danish, Norwegian, Swedish and 
Finnish market participants. 
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Table 6: Calculation of total need for reserves including wind variations  
from 2015/16 to 2019/20. 

Period Season 2015/16 2016/17 2017/18 2018/19 2019/20 

Consumption variations [MW] Summer 450 450 500 500 550 

Winter 550 550 600 600 650 

Wind variations [MW] - 48 61 74 87 100 

Total variations [MW] Summer 453 454 505 508 559 

Winter 552 553 605 606 658 

Increase due to wind [MW] Summer 3 4 5 8 9 

Winter 2 3 5 6 8 

Increase due to wind [%] Summer 0.7 0.9 1.0 1.6 1.6 

Winter 0.4 0.5 0.8 1.0 1.2 

Table 7: Calculation of total need for reserves including wind variations in 2014, 2020 and 2025. 
Period  2014 2020 2025 

Consumption variations (MW) Summer 400 550 700 

Winter 500 650 800 

Wind variations (MW) - 29 106 155 

Total variations 
[MW] 

Summer 401 560 717 

Winter 501 659 815 

Increase due to wind [MW] Summer 1 10 17 

Winter 1 9 15 

Increase due to wind [%] Summer 0.3 1.8 2.4 

Winter 0.2 1.4 1.9 
 

It is understood that the generation in South Af-
rica is also scheduled day-ahead, which means that 
the day-ahead forecast error will have to be bal-
anced. Balancing due to contingencies will typically 
be done as soon as possible during intra-day using 
supplemental reserves. It should, however, be no-
ticed that early intra-day balancing based on up-
dated wind power forecasts have a risk of being 
counterproductive if the balancing is done too early. 
Therefore, hour-ahead balancing is generally rec-
ommended for wind power forecast errors, but of 
course this must be assessed by the operator in the 
individual cases. 

Table 8: Mean absolute error of day-ahead 
forecasts. 

Case year 2014 2020 2025 

Installed [MW] 460 3800 7400 
Day-ahead error [%] 7.5 4.7 4.3 
Day-ahead error [MW] 35 179 318 

 

With the South African reserve categories from 
Section 6, most of the day-ahead wind power fore-
cast errors will, therefore, be balanced by ten-minute 
reserves. Table 8 shows the mean absolute error of 
the day-ahead wind power forecasts, which must be 
balanced. 

8. Conclusions 
An application of the CorWind methodology to sim-
ulate correlated wind power time series was pre-
sented, where the simulations to assess the need for 
reserves in the South African power system was ap-
plied. This is a pilot application of the methodology, 
which includes validation of ramp rate statistics of 
simulated time-series against measured time-series. 
The main conclusions of the work are as follows: 
• The normalised day-ahead and hour-ahead 

forecast errors, as well as the ramp rates of wind 
power, will be reduced significantly from 2014 
to 2020, and further reduced in 2025 because 
of the spatial smoothing. 
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• The expected wind power development in 
South Africa is expected to cover 2.9% of the 
electricity production in 2020 and 4.9% in 
2025. 

• Wind power variability will not influence the use 
of instantaneous reserves, because of the mod-
erate rate of change of wind power combined 
with the frequency deadband. 

• Wind power variability is estimated to increase 
the use of regulating reserves with a maximum 
of 1.8% in 2020 and a maximum of 2.4% in 
2025; these numbers are less than the 50 MW 
resolution used in the South African technical 
requirements to ancillary services, but they may 
still have a minor impact on the future assess-
ments of the need for regulating reserves. 

• The use of ten-minute reserves is expected to 
increase to balance the day-ahead wind and 
photovoltaic power forecast errors; the wind 
power forecast errors were quantified in the pre-
sent work, but the total need for ten-minute re-
serves was not studied. 
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